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where R? = Coefficient of Determinant

R? = Adjusted Coefficient of Determination

n = number of observations

k = number of Independent Variables

for example: when F_ZZ =.9; n=100; and k=5; then
R? =1-(1-.9)((100 - 1)/(100 - 5 - 1))
=1-(1-.9)(99/94)

=1-(.1)(1.05319)
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